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ABSTRACT
An association rule in data mining is an implication of the
form X  Y where X is a set of antecedent items and Y is
the consequent item. For years researchers have developed
many tools to visualize association rules. However, few of
these tools can handle more than dozens of rules, and none
of them can effectively manage rules with multiple antece-
dents. Thus, it is extremely difficult to visualize and under-
stand the association information of a large data set even
when all the rules are available. This paper presents a novel
visualization technique to tackle many of these problems.
We apply the technology to a text mining study on large
corpora. The results indicate that our design can easily han-
dle hundreds of multiple antecedent association rules in a
three-dimensional display with minimum human interac-
tion, low occlusion percentage, and no screen swapping.

Keywords: Text Visualization, Information Visualization,
Text Mining, Data Mining, Association Rule

1 INTRODUCTION
Association is a powerful data analysis technique that ap-
pears frequently in data mining literature. An association
rule is an implication of the form X  Y where X is a set of
antecedent items and Y is the consequent item. An example
association rule of a supermarket database is 80% of the
people who buy diapers and baby powder also buy baby oil.
The analysis of association rules is used in a variety of
ways, including merchandise stocking, insurance fraud in-
vestigation, and climate prediction. For years scientists and
engineers have developed many visualization techniques to
support the analyses of association rules. Commercial data
mining systems such as SGI’s MineSet [11] and IBM’s
QUEST [9] provide tools to visualize the associations of
business databases. Many of the visualizations, however,
have come up short in dealing with large amounts of rules
or rules with multiple antecedents. This limitation presents
serious challenges for analysts who need to understand the
association information of large databases.

This paper presents a novel association-rule visualization
system designed to tackle many of these problems. The
system was developed to support our ongoing text mining
and visualization research [7][8][12][14][15][16] on large
unstructured document corpora. The focus is to study the
relationships and implications among topics, or descriptive
concepts, that are used to characterize a corpus. The goal is
to discover important association rules within a corpus such
that the presence of a set of topics in an article implies the
presence of another topic. For example, one might learn in
headline news that whenever the words “Greenspan” and
“inflation” occur, it is highly probably that the stock market
is also mentioned. We demonstrate the results using a news
corpus with more than 3,000 articles collected from open
sources. We show that it is critical to have an effective
visualization tool to support the analysis of topic associa-
tions on large corpora.

2 RELATED WORK
A visualization of association rules is a depiction of one-to-
one or many-to-one mapping of information items. Prior
work on visualization of association rules can be found in
commercial data mining software such as MineSet [11] and
QUEST [9][10]. The matrix-based visualization designs
that position items on separate axes are among the most
popular approaches to visualize binary relationships.
Hetzler et al. [7] animate a directed graph to visualize the
associations and disassociations of information items.
Becker [2][3] describes a series of elegant visualization
techniques designed to support data mining of business
databases. Westphal et al. [17] give an excellent introduc-
tion of visualization techniques provided by current data
mining tools.

3 ASSOCIATION RULE DEFINITION
The definition of an association rule varies with disciplines
and implementations. Our definition of association rules is
similar to that found in QUEST [10]. The basic approach is
to mine qualitative [13] rules that describe associations
between sets of items. This is different from the mining of
quantitative rules in scientific simulation and modeling.
Because our application (text analysis) requires no domain
knowledge for mining, we adopt the qualitative definition
in our implementation.
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Given a set of items, S = {i1, i2, …, ij, …,  in} where n ≥ 2.
An association rule is an implication of the form X  ij

where X ⊂ S, and ij ∈ S such that ij ∉ X. The set of items X
is the antecedent, while the item ij is the consequent of the
association rule. The size of X is between 1 to (n-1) items.
The support of the rule X  i j is defined as the percentage
of items in S that satisfies the union of items in X and ij.
The confidence of the rule is the percentage of articles that
satisfies X and also satisfies ij. MineSet [11] has similar
definitions but uses the terms predictability and prevalence
(instead of confidence and support) to describe the strengths
of association rules. These are also naturally interpreted as
estimates of conditional and joint probability. Concerns
about the uses of confidence and support values as rule
strength indicators have been explored by Bayardo et al.
[1].

4 ASSOCIATION RULE VISUALIZATION
At least five parameters are involved in a visualization of
association rules:

• sets of antecedent items
• consequent items
• associations between antecedent and consequent
• rules’ support
• rules’ confidence.

Our goal is to visualize a large number of association rules
and their metadata in a three-dimensional (3D) display with
minimum human interaction, minimum occlusion, and no
screen swapping. There is no maximum limit on the number
of antecedent items allowed in an association.

4.1 Current Technology
The two prevailing approaches developed today to visualize
association rules are the two-dimensional matrix and di-
rected graph. This section describes the general design of
each approach and discusses their strengths and weakness.

4.1.1 Two-Dimensional Matrix

The basic design of a two-dimensional (2D) association
matrix positions the antecedent and consequent items on
separate axes of a square matrix. Customized icons are
drawn on certain matrix tiles that connect the antecedent
and the consequent items of the corresponding association
rules. Different icons can be used to depict different meta-
data such as the support and confidence values of the rules.
Figure 1 depicts an association rule (B→C). Both the height
and the color of the column icon can be used to present
metadata values. In Quest [9], the values of support and
confidence are mapped to 3D columns that are built sepa-
rately on and beneath the matrix tiles. Other icons such as
disk and bar are also used to visualize metadata in the Rule
Visualizer of MineSet [11].

A 2D matrix is arguably the most effective technique to
show one-to-one binary relationship [18]. It has a long
history of analyzing a wide variety of data in different disci-
plines. The strengths of a 2D matrix, however, break down
when we need to visualize many-to-one relationships such
as association rules with multiple antecedent items. For
example, in Figure 2 it is almost impossible to tell whether
there is only one association rule (A+B→C) or two (A→C
and B→C). The lack of a practical way to identify the
togetherness of individual antecedent items makes a 2D
matrix a weaker candidate to visualize rules with multiple
antecedent items.

MineSet addresses the problem by grouping all the
antecedent items of an association rule as one unit and
plotting it against its consequent, i.e., an antecedent-to-

Figure 1: The colored column indicates the associa-
tion rule B→C. Different icon colors are used to
show different metadata values of the association
rule.

Figure 2: Very difficult to determine the differences
between (A+B C) and (A C and B C).
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consequent plot. For example, a dedicated item group
(A+B) is created in Figure 3 to describe the association rule
(A+B→C). The strategy works fine for smaller antecedent
sets (e.g., less than 3 items). In our text mining studies, we
encounter association rules with as many as 12 items in the
antecedent. The replication of items in the antecedent
groups creates a much larger antecedent-to-consequent plot
when compared with the corresponding item-to-item plot.
The loss of item identity within an antecedent group also
defeats the purpose of visualizing the associations with a
matrix. For example, the row (or column) of the matrix
connected to an item can no longer be used to search for all
the rules involving that item.

Another problem in a 2D-matrix display is object occlusion,
especially when multiple icons are used to depict different
metadata values on the matrix tiles. The occlusion problem
is obvious in Figure 4.

4.1.2  Directed Graph

A directed graph is another prevailing technique to depict
item associations. The nodes of a directed graph represent
the items, and the edges represent the associations. Figure 5
shows three association rules (A→C, B→C, A+B→C).
This technique works well when only a few items (nodes)
and associations (edges) are involved. An association graph
can quickly turn into a tangled display with as few as a
dozen rules. Hetzler et al. [7] address the problem by ani-
mating the edges to show the associations of certain items
with 3D rainbow arcs. The animation technique requires
significant human interaction to turn on and off the item
nodes. It is not an easy task to show multiple metadata val-
ues, including support and confidence, alongside the asso-
ciation rules.

4.2 A Novel Visualization Technique
We present a novel technique to visualize many-to-one as-
sociation rules. Instead of using the tiles of a 2D matrix to
show the item-to-item association rules, we use the matrix
to depict the rule-to-item relationship. In Figure 6 (next
page), the rows of the matrix floor represent the items (or
topics in the context of text mining), and the columns repre-
sent the item associations. The blue and red blocks of each
column (rule) represent the antecedent and the consequent
of the rule. The identities of the items are shown along the
right side of the matrix. The confidence and support levels
of the rules are given by the corresponding bar charts in
different scales at the far end of the matrix. The system sup-
ports basic query commands through the use of pop-up
menus to restrict key items to be included in the visualiza-
tion. The display has a mouse-controlled zooming capabil-
ity to support context/ focus analysis.

The rule-to-item visualization approach has many advan-
tages over all the other matrix-based predecessors:

• There is virtually no upper limit on the number of
items in an antecedent.

Figure 5: Left: A C and B C. Right: A+B C.
Figure 3: The identities of A and B are lost in the
new item group that was created to depict the
association rule (A+B C).

Figure 4: Object occlusions are unavoidable.
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• We can analyze the distributions of the association
rules (horizontal axis) as well as the items within
(vertical axis) simultaneously.

• Unlike Figure 3, the identity of individual items
within an antecedent group is clearly shown.

• No new antecedent groups are created because of
the multiple antecedent items in association rules.

• Because all the metadata are plotted at the far end
and the height of the columns are scaled so that the
front columns do not block the rear ones, few oc-
clusions occur.

• No screen swapping, animation, or human interac-
tion (other than basic mouse zooming) is required
to analyze the rules.

From our experiments, this visualization technique works
well with up to several hundreds of association rules on a
17-inch monitor screen, and up to dozens of antecedent
topics. This is a significant improvement over the tradi-
tional 2D item-to-item association visualization.

5 TEXT MINING - AN APPLICATION
This section briefly describes our design philosophy and
implementation issues of a text association mining system.
(See [19] for more information about the overall system.)
The design is based on ideas from information retrieval and
syntactic analysis. The underlying text engines, like others
[5][6], construct a mathematical signature of a block of text.
If similar text corresponds with similar signatures, then
some useful text analyses can be performed on the signa-
tures using standard mathematical and data analytic tech-
niques.

5.1 Demonstration Corpus
The experimental results and graphics presented in this pa-
per are generated using a news article corpus obtained from
open sources. The medium-sized (~9MB) news corpus is
stored as an ASCII file with more than 3,000 articles col-
lected during April 20-26, 1995. This corpus has a strong
theme associated with the bombing of the U.S. Federal
Building in Oklahoma. Other major news stories during the
week include the Simpson trial, the Unabomber, the Bos-
nian crisis, and the France election.

Figure 6: A visualization of item associations with support  0.4% and confidence  50%.
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5.2 System Overview
Figure 7 shows a high-level system overview of the topic
association mining system. A corpus of narrative text is fed
into a text engine for topic extractions. The mining engine
then reads the topics from the text engine and generates
topic association rules. Finally, the resultant association
rules are sent to the visualization system for further
analysis.

5.3 Text Engine
We developed two text engines to generate conceptual top-
ics from a large corpus. The first one is word-based and
results in a list of content-bearing words for the corpus. The
second is concept-based and results in concepts (repre-
sented as word groups) based on the corpus. The engines
are similar in that the topics and concepts are initially
evaluated using the entire corpus. Because of limited space,
we only present the word-based engine here. A description
of the concept-based text engine is available in [19].

The word-based text engine selects an interesting subset of
words.  Words separated by white spaces in a corpus are
evaluated within the context of that corpus to assess
whether a word is “interesting” enough to be a topic.
Bookstein’s [4] ideas regarding identification of content-
bearing words are used to assess the relative contribution of
a word to the content of the corpus.  The co-occurrence or
lack of co-occurrence of these “interesting” words in docu-
ments is used to evaluate the strengths of the words.
Stemming is used to remove suffixes so that similar words
are represented by the root word.  Commonly appearing
words that do not directly contribute to the content — such
as prepositions, pronouns, adjectives, and gerunds — are
ignored.

Table 1 shows the top 20 topic words generated from this
text engine using the news corpus.  The content-bearing
topic words (all nouns in this example) included in the table
represent many familiar headline news of the week.

Table 1: Top 20 topic words and their corresponding
stories selected from the news corpus.

Topic Word News Story

billion Congress and budget

Neufeld Simpson trial

Korea North/South Korea nuclear talks

Chirac France election

tribunal Bosnian crisis

Bosnian Bosnian crisis

Unabomber Unabomber

CIA Unabomber

Mazzola Simpson trial

treaty North/South Korea nuclear talks

Jospin France election

Serb Bosnian crisis

McVeigh Oklahoma bombing

Simpson Simpson trial

Nichols Oklahoma bombing

Nuclear North/South Korea nuclear talks

Sarajevo Bosnian crisis

Ito Simpson trial

Koernke Oklahoma bombing

refugee Bosnian crisis

Figure 7: Overview of our topic association system.
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5.4 Topic Association Mining
The topic words selected by the text engine are fed into the
mining engine to compute the association rules according to
the requested confidence and support values.  Table 2
shows a sample of topic association rules with confidence ≥
80% and support ≥ 1% generated from the April 1995 news
corpus.

Table 2: A sample of twelve association rules (not in
order) with confidence > 80% and support > 1% gener-
ated using the April 1995 news corpus.

Antecedent Consequent Confidence Support
Manager &
McVeigh &
Michigan &
motel &
Nichols &
sketch

Truck 91.30% 1.39%

Ito & court &
jury & Maz-
zola & testi-
mony

Simpson 100.00% 1.72%

France &
election &
socialist

Chirac 97.30% 1.19%

Blood & tes-
timony

Fung 81.25% 1.29%

Court &
judge & jury

Ito 96.49% 1.81%

Blood & vial Mazzola 100.00% 1.19%
Ammonium
& nitrate &
bomb & FBI

Nichols 89.13% 1.35%

Bomb & cult
& Michigan
& militia

McVeigh 100.00% 1.22%

Hutu &
Rwanda

Refugee 92.86% 1.29%

Bosnia &
Bosnian &
Crimes

Serb 100.00% 1.22%

Bosnia &
Serb & Sara-
jevo

War 90.48% 1.25%

Cult & gas &
subway

Tokyo 95.00% 1.88%

5.5 Topic Association Visualization
Figure 8 depicts a set of topic association rules extracted
from the April 1995 news corpus with support ≥ 6% and
confidence ≥ 60%.  The rules are shown in ascending order
from the left side according to the confidence values. This
visualization can be used to study different aspects of the
topic associations, including the topic distribution of se-

Figure 8: A visualization of association rules with support  6% and confidence  60% extracted from the April
1995 news corpus.  The rules are sorted according to the confidence values.
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lected rules and the correlation between different metadata
values. Figure 9 shows a different arrangement of the same
set of association rules, which are now ordered by the con-
sequent items.  All the associations with the same conse-
quent items are group together for analysis.

6 DISCUSSION
Switching from an item-to-item arrangement to a rule-to-
item design of a two-dimensional matrix lets us effectively
display association rules with multiple antecedent topics.
The current design works well with up to several hundreds
of association rules on a 17-inch monitor screen. With
mouse zooming and topic selection, we encounter no prob-
lems when analyzing 10,000+ document corpora using our
visualization system. For the other applications that involve
thousands and thousands of association rules, a pixel-based
or glyph-based visualization technique [18] might be
needed to display the rules and figures using pixels or
glyphs instead of blocks and charts.

7 CONCLUSIONS AND FUTURE WORK
This paper presents the prevailing techniques to visualize
association rules and discusses their weakness in dealing
with a large number of association rules with multiple ante-
cedent items. We introduce a new visualization technique
designed to overcome many of the shortcomings of it
predecessors. We apply the new technique to a text mining

system to analyze a large text corpus. The results indicate
that our design can easily handle hundreds of multiple ante-
cedent association rules in a 3D display with minimum hu-
man interactions, low occlusion percentage, and no screen
swapping.

Our long-term goal is to integrate many of our tools and
techniques into a single visualization environment that pro-
vides user-friendly navigation, in-depth association and
implication analyses, time sequence analysis, hypothesis
explanation, and document summarization.
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